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VISION 

 

In this era of artificial intelligence, human beings are designing machines that can perform any 

general task that humans are expected to perform. We are making machines that are 

intelligent and smart just like human beings are. However, one thing that separates machines 

from human beings is their ability to understand and identify various emotions. Despite so 

much progress in the field of machine learning and natural language processing, machines have 

still not become capable of detecting emotions clearly.    

The most understandable forms through which emotions can be recognized are speech and 

Ǿƛǎǳŀƭ ƛƳŀƎŜǊȅΦ ! ǇŜǊǎƻƴΩǎ ǿŀȅ ƻŦ ǎǇŜŀƪƛƴƎΣ ƘƛǎκƘŜǊ ǘƻƴŜΣ ŦŀŎƛŀƭ ŜȄǇǊŜǎǎƛƻƴǎ ŀƴŘ ƎŜǎǘǳǊŜǎ ŀǊŜ 

the best forms of expressing emotions. A lot work is being done in recognizing emotions 

through these modalities, yet we haveƴΩǘ ŎƻƳŜ ŎƭƻǎŜ ǘƻ ŘŜǾŜƭƻǇƛƴƎ ƳŀŎƘƛƴŜǎ ǘƘŀǘ Ŏŀƴ ŘŜǘŜŎǘ 

emotions successfully.   

Most of the information in this internet era exists in the form of text. Be it digital 

encyclopaedias, websites, search engines; text constitutes around 70% of the information 

available to us. Hence, our aim is to make machines detect emotions hidden in every piece of 

textual information available.  

 

OBJECTIVE 

 

Emotions are universal and extend beyond boundaries of language, literature, religion, age, etc. 

Communicating with people is not just about transmitting information or a message but also 

expressing your emotions. Through our project we aim to make machines detect emotions 

from any form of text, which constitutes about 70% of information available to us. Given any 

form of text, the machine will identify the specific emotions of happiness, sadness, anger, 

surprise, fear or love that the text expresses. In a world full of blog posts, tweets and emails, 

the implications for businesses to be able to identify emotions contained in written 

communications are clear: a greater understanding of their users' behaviours and their desires. 

Understanding emotions exposes us to an array of possibilities: personalized information 

generation, like advertisements, search results and so on, development of powerful human-

computer interaction machines and evolution of more intuitive and emotionally characterized 

text to speech systems.  

 



LITERATURE REVIEW 

 

The field of emotion recognition has attracted many researchers from computer science, 

psychology, cognitive sciences, linguistics, and so on. Emotions can be expressed by a person 

through facial expressions, speech, gestures, and textual conversations. Speech and facial 

recognition have been the most preferred modalities for researchers all around the world for 

detecting emotions as they convey emotion more clearly without any disambiguates. 

Comparatively, very less work has been done in the field of emotion recognition through text. 

Within text, considerable amount of work has been done in sentiment analysis of movie 

reviews, twitter feeds and so on. However, nothing significant has been achieved in detecting 

raw emotions of happiness, sadness, anger, fear, etc in text. The main reason for this is that 

there are no standard classifications of all human emotions due to complex nature of human 

ƳƛƴŘǎ ŀƴŘ ŀƴȅ ŜƳƻǘƛƻƴ ŎƭŀǎǎƛŦƛŎŀǘƛƻƴǎ Ŏŀƴ ōŜ ǎŜŜƴ ŀǎ ΨƭŀōŜƭǎΩ ŀƴƴƻǘŀǘŜŘ ŀŦǘŜǊǿŀǊŘǎ ŦƻǊ 

different purposes. Since there is not any standard emotion-word hierarchy, focus is on related 

research about emotion in cognitive psychology domain.  

Researchers have used techniques such as keyword spotting, assigning probabilistic affinities to 

various emotions, use of learning based methods and knowledge based artificial neural 

networks [1], rule based system to extract semantics related to specific emotions [2] , detecting 

emotions based on the cause triggering them [3] and development of situational personalized 

emotion model [4]. However, all the present researches do not take into account explicit 

emotions and analyze only a specific part of the psychological reason that leads to emotion in 

texts. They have not analyzed lack of keywords, disambiguate, lack of linguistic information and 

do not take the context into account. The corpus used in the research has been specifically 

developed such that they suit the main theme of the paper. None of the systems can produce 

satisfactory results for texts with disambiguates or lack of linguistic information.   

 

 

 

 

 

 

 

 

 



INTRODUCTION 

Psychologists all around the world have been trying to identify a standard way of classifying 

ŜƳƻǘƛƻƴǎΦ IƻǿŜǾŜǊΣ ǘƛƭƭ ƴƻǿ ƴƻ ƻƴŜ Ƙŀǎ ōŜŜƴ ŀōƭŜ ǘƻ ŀƴǎǿŜǊ ǘƘŜ ǉǳŜǎǘƛƻƴ άIƻǿ many different 

ŜƳƻǘƛƻƴǎ ǿŜ ƘŀǾŜΚέ A reason for why it is difficult is because our experiences are so complex 

and involve so many different factors, so distinguishing one emotion from another is a lot like 

drawing lines of sand in the desert. It can be hard to determine where one emotion ends or 

another begins. Even when we analyze a simple ŜƳƻǘƛƻƴ ƭƛƪŜ άƘŀǇǇƛƴŜǎǎέ ƻǊ άŀƴƎŜǊΣέ ǿŜ ƪƴƻǿ 

from everyday experience that these emotions come in many different degrees, qualities, and 

intensities. In addition, our experiences are often comprised of multiple emotions at once, 

which adds another dimension of complexity to our emotional experience. 

Paul Ekman and his colleagues conducted a cross-cultural study in 1972, in which they 

concluded that the six basic emotions are anger, disgust, fear, happiness, sadness, and surprise. 

Ekman explains that there are particular characteristics attached to each of these emotions, 

allowing them to be expressed in varying degrees. Each emotion therefore acts as a discrete 

category rather than an individual emotional state. Sylvan Tomkins proposed that there were 

eight basic emotions: interest, surprise, enjoyment, distress, fear, shame, contempt, and anger. 

He proposed that these were innate and expressed through physical reactions such as facial 

expressions. Carroll Izard proposed that there were ten basic emotions: interest, joy, surprise, 

distress, anger, disgust, contempt, fear, shame and guilt. Each emotion has its own neural 

network in the brain, and corresponding behavioural response. Fischer, Shaver and Carnochan 

proposed that there was a hierarchy of emotions. They contended that we have two positive 

emotions - love and joy, three negative emotions - anger, sadness, and fear. Our other 

emotions stem from these basic emotions. 

 

We consider 6 basic emotions in our system, namely: Joy, Sadness, Love, Anger, Fear and 

Surprise. After analyzing all the different models proposed by psychologists we came to a 

conclusion that these are the most basic emotions which compose/combine to form what we 

call advanced emotions. For example: the emotion of excitement can be a combination of joy 

and surprise whereas the emotion of disgust can be a combination of anger and sadness. 

In our project we develop a hybrid system which combines a rule based approach and a 

learning based approach. We have used a number of techniques to achieve our objective. It is 

important to take syntactic structure of the words into account while detecting emotions from 

a sentence. For this purpose Continuous Bag of Words (CBOW) and Skip-Gram architecture 

models are most commonly used. The bag of words model is a simplifying representation 

model in which a text is represented as the bag of its words disregarding grammar and even 

word order but keeping multiplicity. An n-gram model is a type of probabilistic language 

model for predicting the next item in such a sequence in the form of an (n-1)th order Markov 

model.  



Consider the sentence "Hi Fred how was the pizza?"  

Continuos bag of words: 3-grams {"Hi Fred how", "Fred how ǿŀǎϦΣ ϦƘƻǿ ǿŀǎ ǘƘŜέΣ ΦΦΦϒ 

Skip-gram 1-skip 3-grams: {"Hi Fred how", "Hi Fred was", "Fred how was", "Fred how the", ...}  

We use the concept of word2vec[5]. The word2vec tool developed by Google provides an 

efficient implementation of the continuous bag-of-words and skip-gram architectures for 

computing vector representations of words. These representations can be subsequently used 

in many natural language processing applications and for further research. The word2vec tool 

takes a text corpus as input and produces the word vectors as output. It first constructs a 

vocabulary from the training text data and then learns vector representation of words. The 

word2vec tool enables us to find words that are semantically close to each other. The cosine 

distance between various vectors is calculated and the vectors with minimum cosine distances 

between them are said to be semantically similar.  

Given any sentence, the first task is to consider individual words to analyze the emotional 

content. This is achieved by a process called tokenizing. We consider the tokens in our case to 

be separated by whitespace characters, such as a space or line break, or by punctuation 

characters.  

Often we have words that convey the same meaning and emotion but are expressed in 

different forms. For example, in English, the verb 'to walk' may appear as 'walk', 'walked', 

'walks', 'walking'. The base form, 'walk', that one might look up in a dictionary, is called 

the lemma for the word. So, we need to perform an operation called lemmatization to consider 

only the lemma for the word.  

On analysis, we found that certain parts of speech contribute majorly to the emotion 

expressed. Hence, by using a tool called POS (Part of Speech) Tagger we can group the given 

words in a sentence into their respective parts of speech. On POS Tagging, the words get 

grouped into various categories as shown in Fig 1. We identified categories which contribute 

and those which do not contribute to expressing emotions in text. These are shown in Fig 2.  

The words finally obtained can be converted into vector form and a supervised learning based 

system is developed which analyzes the composition of various emotions in the given text and 

the emotion with highest composition is considered to be the overall emotion expressed by the 

text.   



 

Figure 1: POS Tags 

 

PARTS OF SPEECH TO BE CONSIDERED PARTS OF SPEECH NOT TO BE CONSIDERED 

  

Adjectives-(superlative, comparative) Cardinal Numbers 

Adverbs-(superlative, comparative) Determiners 

Verbs (root verbs) Foreign Words 

Personal/Possessive Pronouns Preposition 

Particles (eg: give up, broke down) List marker 

Interjections (Alas, Hooray) Modal 

Punctuations Pre-determiner 

Conjunctions Proper Nouns 

Nouns Stop Words 

Figure 2: Parts of Speech  

   

 

 



IMPLEMENTATION 

Given any input text or the text our system crawls through the web and finds out, we intend to 

derive the composition of different emotions in the text. For this we pre-process the text 

before proceeding, After a thorough analysis of what contributed to the emotion that was 

expressed by a piece of text, as mentioned above we found out that not all words contribute 

equally to the emotion distribution of the sentence.  We tokenized and lemmatized the given 

text; POS tagged the individual words and removed certain words known as stop words that 

didn't contribute to the emotion of a sentence. We then classified these words in to 3 different 

classes:- 

Primary Class: Verb, Adjective, Adverb  

Secondary Class:  Conjunctions, Punctuations, Pronouns  

Tertiary Class: Nouns (Name, Place, Animal, Thing). 

Primary class contributes more to the emotion when compared to the Secondary Class whereas 

Tertiary class rarely contributes to the emotion. 

After classifying these words into different classes we represent these words in vector forms 

using the Word2Vec tool which maps the fed words on to a 300 dimension vector space such 

that semantically equivalent words get closer vector representations in that space. For 

example, for a word like "Joy" the Word2Vec tool makes sure all semantically equivalent words 

to "Joy" like Happy, Smile, Excitement, etc. get closer vector representations. 

We used three different methods in trying to classify the text in to emotions:  

1. N-Gram Probabilistic Model and Naive Bayes Classifier: Where we took into consideration 

the probability distributions of unigrams in a given emotionally tagged phrase and then this 

information was used to train the Naive Bayes Classifier. Further this work is to be 

extended to bigrams and trigrams too. 

2. K-means and SVM: We had 3million word vectors obtained from Word2Vec trained 

dataset and these vectors were clustered in to groups using K-Means clustering algorithm. 

Once we got these clusters, we took every annotated sentence in our dataset and built a 

histogram over these clusters on them. With these histograms as feature vectors for those 

annotated sentence we trained a Multiclass SVM using RBF kernel over it. 

3. LDA and SVM: We tried to use the LDA to derive topics out of the given emotional text, we 

fed about 200k emotional documents in to the LDA and made it learn topics from those 

documents, which are eventually related to emotions. Then we took a sentence and found 

out the topic distribution over that sentence for the topics that we discovered. These topic 

distribution vectors were used as feature vectors for every annotated sentence and we 

trained a Multiclass SVM using RBF kernel over it.  

      



 

RESULTS 

We have got varied results for each approach, we had the Naive Bayes Classifier working pretty 

well in detecting joy with an accuracy of 80% but at the same time it was poor for detecting 

anger. Likewise The K-Means and SVM did well in detecting anger and fear as an emotion. The 

results thus obtained were as follows:  

EMOTION TRAINING DATA SIZE TESTING DATA SIZE ACCURACY 

JOY 1107 540 76.59% 

DISGUST 611 540 16.60% 

SADNESS 821 540 36.67% 

ANGER 903 540 27.60% 

GUILT 1075 540 60% 

FEAR 741 540 40.87% 

Figure 3: Results for Naive Bayes Classifier 

 

 

Figure 4: Results for K-means and SVM Classifier 

 



 

FUTURE WORK 

 

The present research was performed on structured language. In our daily life, most of our 

communication involves use of short forms especially on social media platforms which is filled with 

unstructured language. At present, our system cannot recognize words like LOL, ROFL or short forms 

ƭƛƪŜ ΨtƭȊΩΦ IŜƴŎe, our first step will be to make our system compatible with unstructured language. 

We plan to make a web/mobile application- TEXEMO which will be based on this system. It will be a fun 

based application that will enable users to input any text and find out the emotion/ emotion 

distribution that the text input contains. This will be more of an advertisement for our idea and 

innovation; however it will also provide us a good platform to analyze our system in a much broader 

way. 

Due to the novelty of our concept, we did not have an existing dataset that we could use for our 

reference. The dataset used currently was classified incorrectly into different emotions. As a result, it  

gave poor results. To have a better dataset, we are planning to use crowd sourcing options. Crowd-

sourcing will enable us to acquire a better dataset directly from the general public and might also 

provide us an interesting topic of research on how different people feel about emotions and their 

complex use in daily conversations.  

Speech is one of the best forms of expressing emotions. However, modern day text to speech systems 

are more mechanized and are not able to convey the emotion behind the text. Through a system that 

understands and detects the emotion behind text, text-to-speech systems can be made much more 

intuitive rather than just a lame process where an emotionless computerized voice simply speaks up. 

An interesting application can be analysis of the most powerful speeches in the world. By converting the 

speeches into texts we can analyze the flow of emotions in these speeches so as to understand what 

made them inspire millions of people to change the world in some or the other way. 

By understanding the emotions behind the status updates/tweets/search queries of users on social 

ƳŜŘƛŀ ǿŜ Ŏŀƴ ƎŜƴŜǊŀǘŜ ǇŜǊǎƻƴŀƭƛȊŜŘ ǎŜǊǾƛŎŜǎ ǘƻ ǘƘŜƳΦ CƻǊ ŜȄŀƳǇƭŜ ƛŦ ŀ ǇŜǊǎƻƴ Ǉƻǎǘǎ ǎƻƳŜǘƘƛƴƎ ƭƛƪŜ ΨLΩƳ 

ƛƴ ŀ ǊŜƭŀǘƛƻƴǎƘƛǇΩ ǘƘŜƴ ǿŜ Ŏŀƴ ƎŜƴŜǊŀǘŜ ǎǇŜŎƛŦƛŎ ŀŘǾŜǊǘƛǎŜƳŜƴǘǎ ǊŜƭŀǘŜŘ ǘƻ ƭƻǾŜ ŎŀǊŘǎΣ ǘŜŘŘȅ ōŜŀǊǎ ŜǘŎ ŦƻǊ 

that person. Similarly we can generate relevant search queries depending upon the emotion in the text.    

Automatic emoticon generation in social media and chat applications depending upon the emotion of 

the text that a user enters can be another useful application.   

Under our present research we have considered 6 basic emotions. There are a number of emotions 

which are a combination of 2 or 3 basic emotions. These are known as advanced emotions. For 

example, the emotion of excitement is a combination of joy and surprise, the emotion of disgust is a 

combination of fear and anger.  

An interesting challenge for our system at the moment will be to recognize sarcasm which is commonly 

used these days. So, that can be a possible area of research for us. 
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